Econometrics 1

a. Randomization of the treatment X, ensures that the effect of X on Y is not affected by the decision of which action to take. If officers decide which action to take non-randomly, then the action may depend on some non-observed variables that are correlated with the decision of which action to take and are determinants of Y. This results in omitted variable bias, which biases
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.  For example, an officer may choose to talk sense to the offender if they see that the offender does not appear violent. Since the variable, “appearing violent” is missing from the regression, we may have an omitted variable bias if this variable is correlated with what the officer decides to do with the offender and if the variable is a determinant of whether the police gets called again. If, on the other hand, treatment is randomly assigned, there will not be correlation between appearing violent and whether the offender gets arrested, given a cooling off period, or being talked sense to. Thus  
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are not biased estimates of 
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b. W’s are not necessary to include since treatment has been assigned randomly, so coefficients 
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 are not biased.  However, it may still be useful to include these variables to see whether there is an effect of a crime involving a gun or substance abuse on repeat visits.  It also allows for more precise estimates on all variables, given the W’s have a non-zero effect on Y.  Furthermore, if the random treatment was not the treatment always used in actuality (for instance if the police sometimes arrests a person even though random treatment dictates to give them some other treatment), then we need to control for variables that make the police officer likely to deviate from the prescribed random protocol, because these variables are likely a determinant of recurring visits.

c. If there was a dummy variable for perpetrator arrest, then we would have perfect multicollinearity, because a person would always be either arrested, taken away to cool off or talked sense into, so 
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 for every perpetrator i. Since 1 is a constant, it is perfectly linearly dependent with the intercept term.
d. Deviating from the prescribed treatment leads to bias in OLS estimates of  
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, because the reason for deviating may be correlated with some term unobserved in the regression and a determinant of whether there is a repeat visit. Then we will have an omitted variable bias. 

e. If officers always made an arrest when it appeared that violence was likely, then if officers chose one of the other 2 treatments, then we know that violence was not likely.  Likelihood of violence variable is not in the regression, but it is correlated with treatments 
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 and is likely to be a determinant of whether there is a repeat call about the same situation. In particular, likelihood of violence and treatments 
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 are negatively correlated and likelihood of violence is likely positively correlated with recurring visit, so the bias goes in the negative direction.
f. A valid instrument must meet 2 conditions: 1) relevance, 2) exogeneity. 
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 are probably relevant, because they are likely to be strongly correlated with 
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 (assuming that the police often follows the randomly assigned treatment protocol).  
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 are exogenous since they are randomly assigned and thus the treatment can’t be correlated with the error term. Therefore, it is likely that  
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 meet the 2 conditions required to have valid instruments.

g. We need to run a 2 stage least squared regression. In the first stage, we need to regress X on Z’s and W’s. Then we need to find predicted X’s, which are not going to be endogenous since Z’s and W’s are exogenous. Then in the second stage we need to regress Y on predicted X’s,  and W’s. 

Stage 1:
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Get predicted values 
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Stage 2:
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Econometrics 2
a. Dummy variables used for fixed effects are defined as binary variables with value of 1 if a twin belongs to family i and 0 otherwise. We need 148 of these binary variables and a constant term in order to describe every family. Alternatively, we could have 149 binary variables and no constant term. If we include 149 binary variables for families and an constant term, the constant and the binary variables will be perfectly collinear, because the sum of the 149 binary variables will always be 1 (since each twin must belong to one of the 149 families).
b. We use fixed effects for family in order to control for unobservable characteristics common to each family and constant over time. These characteristics could include genetic predispositions (ie math, English, social skill talents), family environment, attitudes toward education in the home, family connections, etc. If we exclude family fixed effects and if these unobserved characteristics are correlated with education and are determinants of wages, then we will have omitted variable bias. However, if we include family fixed effects, then we will be controlling for all characteristics common to a family and constant over time, removing much of the OVB in this problem.

c. Let 
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’s denote family fixed effects. 
With Fixed effects the likelihood function being maximized looks like this:
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so we first maximize across t’s and then across i’s.
With Random effects the likelihood function looks very similar. However, we make the following additional assumptions about the distribution of 
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:

1. we must assume that the effects, 
[image: image32.wmf]i

w

, conditional on X, have some known distribution W and standard error 
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(usually we assume a normal distribution.)
2. we must assume that 
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Since we know the distribution of 
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’s, whereas we did not know this with fixed effects, we can integrate the 
[image: image36.wmf]i

w

’s out of the fixed effects model, so the likelihood function for random effects estimator can be re-written, like this:
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Fixed effects:

· Advantage: Does not force us to assume 
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· Disadvantage:  When we have a large number of fixed effect estimators (when N is large and T is small), we may get large estimated standard errors and insignificant coefficients (less efficiency)

Random effects:

· Advantage: more efficient, because instead of estimating all the coefficients on fixed effect dummies (this is what we do with fixed effects, with random effects we only need to estimate the standard error of the distribution of random effects. Thus we have fewer parameters to estimate and more efficient estimation.
· Disadvantages: Forces us to make stricter assumptions about the nature of the effects:

1. we assume that the effects, 
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, conditional on X, are normally distributed with mean 0. 

2. we assume that errors terms, 
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, are normally distributed ( an OLS assumption)

3. me assume that 
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