Econometrics Solutions

1)
a)  Causal effect- variation in an outcome variable that can be attributed to variation in an input variable. In our case, the causal effect would be to measure the difference in what a person would earn in the future if he had served in Vietnam and if he had not, all other characteristics being unchanged.  
OLS will be biased for different reasons. 2 examples include:
· Simultaneous causality bias (endogeneity) : those who expect the military service to raise their wage potential after the war more are more likely to join voluntarily. Not controlling for the responsiveness of the future wage to military service will lead to upward bias.

· Omitted variable bias: many potential sources of this bias, including person’s ability, education, and political connectedness. For example, if a person has more education, he is less likely to be drafted, because he is in school longer and at the same time, he is more likely to get higher wages in the future. This will bias the OLS estimate downward.

b) Use E to instrument for the veteran dummy. The reason it is a good instrument is because E satisfies the 2 requirement for an instrumental variable : 1) it is positively correlated with the veteran dummy and 2) E should not be correlated with future earnings, other than through the veteran dummy variable. We must use the standard 2SLS procedure to do this and compute standard errors, correcting for the fact that we used predicted residuals in the first stage.

c) If we expect the effect of serving in Vietnam to differ across races, we want to allow this in the specification by including the interaction of the dummy for black with the veteran dummy (as well as the dummy for black directly).
Equation specification is as follows: 

[image: image1.wmf]i

i

i

i

i

u

black

verteran

black

veteran

earn

+

´

+

+

+

=

3

2

1

0

b

b

b

b


We need to test
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As above, OLS remains inconsistent. We can solve the problem by instrumenting the veteran dummy and its interaction with the race dummy with two instruments: E and E interacted with the black dummy. 
d)  D is not a good instrument for veteran, because whether someone was drafted is likely to be correlated with future salary through a source other than whether someone was a veteran. One of the reasons for the correlation is that a person may not have been drafted because he is politically connected and he may get a high salary in the future because of it, or he may have been drafted but didn’t serve due to a medical disability and may be getting less earnings in the future due to the same disability. Either reason creates an endogeneity problem with the instrument. 
2)
a) Imagine the true model being 
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Assumptions: 
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 (2) iid observations, (3) no perfect mulcollinearity.

Imagine that we erroneously believe that our true model looks like: 
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. We run a regression and estimate 
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We know that since in the true model 
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, we can rewrite 
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Since betas are constants we know that 
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If 
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If 
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b) Since equilibrium prices and quantities are simultaneously determined by supply and demand, it is difficult to isolate the effect of a shift in the supply curve from the effect of a shift in the demand curve. In terms of regression specifications, we want to estimate the demand curve and the supply curve from the following two simultaneous equations:
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The problem is that we can only observe one Q, which is the equilibrium where Qd = Qs, so we cannot separately identify each equation for estimation.  An omitted variable problem thus arises from regressing quantity on price and calling it the demand (supply) equation, since there are supply (demand) forces affecting the price that are also affecting quantity, creating an endogeneity problem.  The omitted variable is all possible factors that cause a shift in supply (demand). 
In order to deal with this identification problem, we need a variable that is correlated with price, but not quantity demanded (supplied) other than through the channel of price. Then we can use this variable as an instrument. Then using the shifts in supply we can trace out the demand curve and vice versa, and can isolate the change in price that can be attributed to demand (supply). An example of such an instrument could be an exogenous shock such as weather. Weather affects supply of a good, like oranges, but not demand. Weather is likely to be correlated with the price of oranges, but not the demand for oranges. Thus we can use weather shocks to isolate the variation in price due to quantity demanded. 
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